# **Learning Transactive Memory Systems from Communication Data using Large Language Models**

**1. Introduction: The Synergy of Transactive Memory Systems and Large Language Models in Group Decision-Making**

The capacity of groups to collectively manage and utilize knowledge often surpasses that of individual members, a phenomenon largely attributed to the development of Transactive Memory Systems (TMS) 1. This psychological construct, first proposed by Daniel Wegner in 1985, describes the mechanisms through which groups collectively encode, store, and retrieve knowledge 1. Instead of each member needing to remember all information, a TMS allows for a division of cognitive labor where individuals specialize in certain knowledge domains and know who within the group possesses expertise in other areas 1. This distributed approach to knowledge management not only enhances the total amount of information accessible to the group but also improves the efficiency of its retrieval and application 1. The core components that underpin an effective TMS are specialization, coordination, and credibility 1. Specialization arises when group members gain an understanding of each other's knowledge and subsequently develop complementary expertise, leading to a more efficient distribution of labor 1. Coordination refers to the implicit and explicit processes that allow group members to work together effectively, often reducing the need for detailed planning as members become aware of each other's strengths and weaknesses 1. Finally, credibility reflects the degree to which group members trust the accuracy and reliability of the knowledge held by their teammates 1. These components work in concert, enabling groups to achieve cognitive outcomes that would be unattainable by individuals working in isolation.

In parallel with advancements in our understanding of group cognition, the field of artificial intelligence has witnessed a significant revolution with the emergence of Large Language Models (LLMs) 3. These sophisticated AI systems demonstrate remarkable capabilities in processing and generating human language, along with exhibiting impressive reasoning and problem-solving skills 3. The ability of LLMs to perform tasks that traditionally require human cognitive abilities has spurred considerable interest in their potential to serve as models of human thought processes 3. Given that communication is a fundamental aspect of TMS development and function 4, the proficiency of LLMs in language processing presents unique opportunities to simulate and study the dynamics of TMS in artificial agents.

The integration of LLMs into agent-based simulation frameworks has opened new avenues for modeling complex group behaviors with a level of fidelity previously unattainable 6. Traditional agent-based models often rely on predefined rules or simpler machine learning techniques, which can fall short in capturing the nuanced and dynamic nature of human thought and decision-making 6. LLMs, with their capacity for human-like perception and understanding, can potentially bridge this gap by enabling simulated agents to interpret and respond to their environment and to each other in ways that more closely resemble human interactions 6. This capability is particularly relevant to the study of TMS, as it allows for the creation of simulated groups where the development and utilization of shared knowledge can emerge through communication among LLM-powered agents. This report aims to review recent research at the intersection of TMS and LLMs and to propose a research program focused on "Learning Transactive Memory Systems from Communication Data using Large Language Models," exploring the potential of LLMs to replicate core findings from human TMS literature in simulated environments.

**2. Understanding Human Transactive Memory Systems: Foundations and Key Findings**

**2.1. Defining Transactive Memory Systems:**

At its core, a Transactive Memory System (TMS) is a collective-level cognitive system that enables groups to encode, store, and retrieve information more efficiently than individuals could alone 7. This system is characterized by a shared understanding of who knows what within the group, effectively creating a "division of cognitive labor" 7. This implies that the group's memory is not simply the sum of its individual members' memories but rather an interconnected network where individuals specialize in different domains of knowledge and know how to access expertise residing in other members 1. The emphasis on communication within this definition is particularly pertinent to the proposed research, as it suggests that the interactions and exchanges between group members are fundamental to the establishment and operation of a TMS 7. A well-functioning TMS provides group members with information about each other's specialized skills and expertise, along with the necessary processes for accessing and utilizing this distributed knowledge 10. This "meta-knowledge" – knowing who knows what – is as critical as the individual knowledge itself, guiding information seeking and retrieval within the group 1. Without this shared awareness of expertise, the group would struggle to effectively leverage the diverse knowledge held by its members.

**2.2. Core Components of TMS:**

The effectiveness of a TMS hinges on three primary components: specialization, coordination, and credibility 1. Specialization develops when group members become aware of each other's knowledge domains and, as a result, tend to acquire complementary knowledge 1. This differentiation of expertise maximizes the group's collective knowledge base while minimizing redundancy, leading to enhanced efficiency in task completion and information processing 1. When each member focuses on deepening their knowledge in areas where others are less knowledgeable, the overall cognitive resources of the team are amplified, allowing the group to tackle more complex challenges 1. Coordination, the second key component, refers to the ability of group members to work together smoothly and efficiently, often with a reduced need for explicit planning 1. In groups with a strong TMS, members are aware of each other's strengths and weaknesses, enabling them to anticipate each other's actions and make quick adjustments, leading to more implicit and seamless collaboration 1. This efficient coordination reduces overhead and improves the group's responsiveness to changing circumstances 2. The third component, credibility, reflects the extent to which group members trust the accuracy and reliability of the knowledge possessed by their teammates 1. Trust in the expertise of others is essential for the effective functioning of a TMS, as it encourages members to rely on each other for information, leading to more efficient information retrieval and decision-making 1. If members lack confidence in the information provided by others, they will be less likely to utilize the TMS, potentially leading to inefficiencies and errors. These three components are interconnected and mutually reinforcing; for example, successful coordination in retrieving specialized knowledge can enhance the credibility of the knowledge holder over time.

**2.3. Development of Transactive Memory Systems:**

Research indicates that TMS primarily develops through interactions, communication, and shared experiences among team members 1. This highlights the dynamic and emergent nature of TMS, which arises from the ongoing social exchanges within the group rather than being a static structure imposed from the outside 1. Simply assigning roles or areas of expertise is often insufficient to create a truly effective TMS; it requires the active engagement and communication of group members. Studies have shown that joint training on a task that the group is expected to perform together significantly assists in the development of a stronger TMS 1. When team members train together, they not only learn the task itself but also have the opportunity to develop an understanding of their teammates' skills, facilitating their search for relevant information and allowing them to assess the accuracy and reliability of that information 1. This shared context and the resulting communication during joint training are crucial for establishing specialization and a clear understanding of who knows what within the group 1. Communication, in particular, serves as the primary mechanism for "directory updating," where members learn and continuously update their knowledge of each other's expertise 5. As a TMS develops, communication focused on allocating information and coordinating retrieval increases, further promoting information exchange within the group 2. The patterns and content of these communicative interactions are therefore key indicators of TMS development and its underlying processes.

**2.4. Impact of TMS on Group and Individual Outcomes:**

A substantial body of research has established a positive relationship between a well-developed TMS and various beneficial group outcomes, including improved efficiency, enhanced learning, greater innovation, and more effective decision-making 2. The efficiency gains associated with a strong TMS allow groups to perform better, especially on complex tasks that demand a wide range of knowledge and a high degree of coordinated effort 7. When knowledge is effectively distributed and readily accessible through a well-functioning TMS, groups are better equipped to tackle challenges that might overwhelm individuals or poorly coordinated teams 12. Furthermore, TMS can lead to greater learning within the group and the emergence of new collective knowledge that no individual member possessed beforehand 7. The integration of diverse individual expertise within a TMS can create synergistic effects, where the group's collective intelligence surpasses the sum of its individual parts, fostering innovation and more creative problem-solving 7. Beyond its impact on group performance, research also suggests that TMS can positively influence individual outcomes, such as career resilience 10. Being part of a team with a well-developed TMS can empower individuals, making them more proactive and adaptable in their careers due to the support and shared knowledge available within the group 10. This suggests that a strong TMS not only benefits the collective but also contributes to the well-being and effectiveness of individual group members.

**2.5. Measuring Transactive Memory Systems:**

Researchers have employed various approaches to measure TMS, broadly categorized into direct and indirect methods 1. The most prevalent indirect measure, developed by Kyle Lewis, assesses the three core components of TMS – specialization, coordination, and credibility – as indicators of its presence and strength 1. This approach typically uses questionnaires where group members rate their agreement with statements reflecting these components. While widely used in field research due to its relative ease of implementation, this indirect method infers the existence of a TMS based on these indicators, rather than directly assessing the underlying shared knowledge structure 7. Some researchers advocate for more direct measures that aim to capture the "who knows what" aspect of TMS more explicitly 7. For example, Austin (2003) proposed a direct measure that assesses members' perceptions of expertise within the group, focusing on the amount of knowledge held by each member, the degree of specialization, the consensus among members on who the experts are in different domains, and the accuracy of members' knowledge about each other's expertise 1. Comparing direct and indirect measures has revealed that they capture both overlapping and unique aspects of TMS, suggesting that a comprehensive understanding of TMS might require the use of multiple measurement approaches 13. The choice of measurement method depends on the specific research questions and the context of the study.

**3. Large Language Models as a Platform for Cognitive Simulation: Opportunities and Challenges**

**3.1. LLMs and the Mimicry of Human Cognition:**

Large Language Models (LLMs) have demonstrated an impressive ability to perform tasks that traditionally demand human cognitive capabilities 3. These models excel at processing and generating human language, exhibiting a capacity for reasoning and even making sensory judgments that can, at times, be indistinguishable from human performance 3. This remarkable ability to mimic human cognitive outputs positions LLMs as potentially valuable tools for exploring and modeling certain facets of human thought processes, including those involved in group interactions and the sharing of knowledge 3. While it is crucial to acknowledge that LLMs do not possess genuine understanding or consciousness in the human sense 14, their capacity to generate coherent and contextually relevant text allows researchers to study patterns of information exchange that might mirror human behaviors within a TMS.

**3.2. LLMs in Agent-Based Modeling and Group Interactions:**

The burgeoning field of using LLMs to drive the behavior of simulated agents in multi-agent systems offers exciting possibilities for studying group decision-making and other complex social phenomena 6. The integration of LLMs into agent-based simulation frameworks represents a significant advancement in our ability to model intricate systems with a higher degree of realism, particularly in capturing the nuances of human-like perception and understanding 6. LLM-powered agents can interpret and respond to simulated environments and interact with other agents in ways that more closely approximate human behavior compared to traditional rule-based or machine learning approaches 6. This generative capacity allows for more flexible and context-dependent agent behavior, potentially leading to more realistic simulations of social and cognitive dynamics, such as the emergence and function of TMS. Researchers are already leveraging LLMs to simulate group decision-making processes by creating systems that manage conversations and balance preferences among individuals in simulated environments 15. These simulations provide a valuable platform for studying collective decision-making at scale, offering the ability to control various parameters and observe the resulting emergent behaviors of the simulated group 15. LLMs, therefore, offer a powerful tool for conducting controlled experiments on group dynamics that would be challenging or impractical to perform with human participants alone.

**3.3. Memory Mechanisms in Large Language Models:**

Understanding the memory mechanisms within LLMs is crucial for evaluating their potential to model TMS. LLMs primarily rely on the long-term memory encoded within their vast network of parameters, which stores the knowledge acquired during their extensive training on massive datasets 14. However, unlike humans, current LLMs generally lack a robust form of episodic memory – the ability to recall specific past events and experiences with their associated context 14. This distinction is important for modeling TMS because human TMS involves both a general understanding of expertise within the group (akin to long-term memory) and the ability to track who contributed what information in a particular situation (more similar to episodic memory) 14. The dynamic nature of TMS requires agents to remember past interactions and update their understanding of each other's knowledge based on those exchanges. Recognizing this limitation, researchers are actively working on augmenting LLMs with external memory modules to enhance their capacity to retain and utilize contextual information 14. These efforts aim to provide LLMs with a form of "infinite context" without the need for extensive retraining 14. Advances in memory-augmented LLMs could significantly improve their ability to simulate the dynamic aspects of TMS, such as the continuous updating of the "directory" of expertise and the evolution of trust and credibility among group members 14.

**3.4. Challenges and Limitations of LLMs as Cognitive Models:**

Despite their impressive capabilities, it is essential to acknowledge the inherent differences between the cognitive architecture of LLMs and the human brain 3. LLMs, at their core, are sophisticated statistical models of language and do not possess consciousness, emotions, or the embodied experience that characterizes human cognition 3. Therefore, while LLMs can generate text that may seem indicative of understanding or thought, they do not "think" in the same way humans do 14. This fundamental difference implies that LLMs might not fully capture the underlying cognitive processes that drive human TMS, which involve complex social and motivational factors that are difficult to replicate in purely text-based models 14. Furthermore, a known limitation of LLMs is their tendency to generate incorrect or nonsensical information, often referred to as "hallucinations" 14. The potential for LLM agents to produce inaccurate information could significantly complicate the simulation of TMS, particularly the development of credibility, as agents might learn to distrust reliable sources or trust unreliable ones based on spurious outputs 14. These limitations highlight the need for careful consideration when using LLMs to model complex cognitive phenomena like TMS.

**4. Bridging the Gap: Simulating TMS with LLM Agents**

**4.1. Mapping Human TMS Components to LLM Agent Functionality:**

To effectively simulate TMS using LLM agents, it is crucial to conceptualize how the core components of human TMS – specialization, coordination, and credibility – can be translated into the functional characteristics of these artificial agents. Specialization, in the context of LLM agents, can be fostered by providing different agents with distinct sets of training data or by carefully crafting their initial prompts to emphasize specific areas of knowledge 1. For instance, one agent could be trained on a corpus of medical texts, while another is trained on historical documents, creating a division of "knowledge" within the simulated group that mirrors the diverse expertise found in human teams. Coordination among LLM agents can be observed and measured through their communication patterns 1. The frequency and nature of their requests for information, as well as the efficiency and relevance of their responses, can serve as indicators of how well they are coordinating their knowledge retrieval and utilization. For example, if an agent consistently directs its queries about a specific topic to the agent known to have expertise in that area, it suggests a form of coordination. The development of "credibility" among LLM agents can be modeled by tracking the accuracy and consistency of the information they provide 1. Agents that consistently offer correct and helpful information in their domain of expertise might be consulted more frequently by other agents, indicating the emergence of a reputation for reliability within the simulation. This form of credibility can be further reinforced by having agents explicitly or implicitly acknowledge the value and accuracy of the information they receive from others.

**4.2. Designing Communication Protocols for LLM Agents:**

The design of communication protocols for LLM agents in a TMS simulation is a critical aspect of the methodology. The choice of protocol will significantly shape the interactions between agents and the way in which a simulated TMS might emerge. One approach is to allow for free-form natural language communication, enabling agents to interact in a manner that closely resembles human conversation 4. This could lead to richer and more nuanced interactions, potentially capturing subtle aspects of TMS development. However, analyzing unstructured natural language data can be challenging from a quantitative perspective. Alternatively, a more structured communication protocol could be implemented, where agents use specific message types (e.g., "request for information," "information provided," "acknowledgment") and adhere to certain formats. This approach might simplify the quantitative analysis of communication patterns but could also limit the naturalness and flexibility of the interactions. A hybrid approach, combining elements of both free-form and structured communication, might offer a balance between realism and analyzability. For example, agents could engage in natural language conversations but also have the ability to explicitly tag messages with information about the topic or the type of request. The specific requirements of the research questions and the need for quantifiable data to measure TMS constructs will ultimately guide the design of the communication protocols.

**4.3. Operationalizing and Measuring TMS-Related Constructs in Simulation:**

Operationalizing and measuring TMS-related constructs within LLM agent simulations requires careful consideration of the data that can be extracted from the agents' interactions. Knowledge specialization can be assessed by analyzing the content of the agents' communication 1. Techniques like topic modeling can be used to identify the primary subjects discussed by each agent, and the frequency with which an agent contributes to discussions on specific topics can indicate their area of specialization. Furthermore, tracking which agents are most often asked questions about particular subjects can provide evidence of perceived specialization within the group. Information retrieval efficiency can be measured by analyzing the number of messages exchanged and the time taken for an agent to obtain the necessary information to complete a task. A lower number of messages and a shorter time frame would suggest more efficient retrieval, potentially indicating the presence of coordination within a simulated TMS. "Credibility" can be operationalized by monitoring which agents are consulted most frequently for information on specific topics and by analyzing explicit expressions of trust or agreement in the communication between agents. For instance, if an agent consistently follows the advice or information provided by another agent on a particular subject, it could be interpreted as an indication of perceived credibility. Additionally, the accuracy of the information provided by each agent can be tracked and used as a more objective measure of their reliability. By carefully defining metrics based on the communication data, researchers can quantitatively assess the development and strength of TMS-related constructs within the LLM agent simulations.

**5. Research Proposal: Learning Transactive Memory Systems from Communication Data using Large Language Models**

**5.1. Introduction:**

Understanding how groups effectively manage and utilize collective knowledge is fundamental to comprehending successful group decision-making. Transactive Memory Systems (TMS) provide a valuable framework for analyzing this process, highlighting the importance of specialization, coordination, and credibility among group members. The recent advancements in Large Language Models (LLMs) offer a novel and powerful tool for studying complex cognitive phenomena like TMS through the creation of simulated agents that can interact and communicate in a human-like manner. This research program proposes to investigate whether core findings from human TMS literature can be replicated in simulation studies using LLM agents, with a specific focus on how TMS emerges and functions based on communication data exchanged between these agents.

**5.2. Literature Review:**

Human TMS research has consistently demonstrated that effective groups develop shared systems for encoding, storing, and retrieving information, leading to improved performance on a variety of tasks 2. These systems are characterized by specialization of knowledge, efficient coordination in accessing that knowledge, and credibility among group members regarding their respective expertise 1. TMS typically develops through interactions, communication, and shared experiences, such as joint training 1. Conversely, LLMs have shown remarkable capabilities in mimicking human language processing and reasoning, making them promising candidates for modeling cognitive processes in artificial agents 3. Their ability to drive the behavior of simulated agents in multi-agent systems has opened new avenues for studying group interactions and decision-making 6. However, there is a notable research gap in specifically examining the extent to which LLMs can model the emergence and function of TMS, particularly in replicating well-established findings from human TMS research. While LLMs can simulate communication, their ability to develop the nuanced specialization, coordination, and credibility characteristic of human TMS remains largely unexplored. This research program aims to address this gap by systematically investigating whether core human TMS phenomena can be observed in simulations with interacting LLM agents, using the communication data generated by these agents as the primary source of evidence for TMS development and function.

**5.3. Research Questions:**

This research program will investigate the following core questions:

* To what extent can LLM agents, through natural language communication, develop a stable division of "knowledge" that reflects the specialization observed in human TMS?
* Is there a measurable correlation between the frequency and content of communication among LLM agents and the efficiency of information retrieval within the simulated group, indicative of coordination in a TMS?
* Can a form of "credibility," based on the accuracy and consistency of information provided, emerge among LLM agents and influence their interactions and information-seeking behavior?
* Do groups of LLM agents exhibiting stronger indicators of a simulated TMS (e.g., higher specialization, more efficient coordination, greater "credibility") demonstrate superior performance on collaborative problem-solving tasks compared to groups with weaker TMS indicators?
* How do manipulations of task complexity, communication constraints (e.g., bandwidth, modality), and the initial distribution of "knowledge" among LLM agents affect the development and effectiveness of a simulated TMS, mirroring findings from human TMS research?

**5.4. Methodology:**

**5.4.1. LLM Agent Design:**

The proposed simulation studies will utilize a state-of-the-art LLM, such as a model from the GPT series or an equivalent with strong reasoning and language processing capabilities. The specific model will be chosen based on its performance on relevant benchmarks, context window size, and API accessibility, balancing model complexity with computational feasibility. Individual LLM agents will be instantiated with distinct "knowledge" profiles, either through targeted fine-tuning on specific datasets or through carefully designed initial prompts that assign them unique roles and areas of expertise. For example, in a simulation involving a collaborative problem-solving task related to a historical event, one agent might be primed with information about the political aspects, while another focuses on the social and economic factors. Prompt engineering will play a crucial role in guiding the agents' behavior, instructing them on how to ask for and provide information, how to evaluate the credibility of information received from others, and how to collaborate effectively to achieve the task goals.

**5.4.2. Task Design:**

The LLM agent groups will engage in collaborative tasks designed to necessitate information sharing and coordination, mirroring tasks commonly used in human TMS research. These tasks could include multi-part problems where different agents possess unique pieces of the solution, collaborative text generation where agents specialize in different sections or aspects of the content, or simulated resource allocation scenarios requiring agents to negotiate and share resources based on their individual needs and expertise. Task complexity will be systematically manipulated across different experimental conditions. For instance, complexity could be increased by requiring a greater number of interdependent pieces of information to solve a problem, by introducing time constraints, or by increasing the level of ambiguity or uncertainty in the task requirements.

**5.4.3. Communication Protocols:**

Communication between LLM agents will primarily occur through natural language exchanges, allowing for a relatively unconstrained interaction that can potentially capture the nuances of human communication. However, to facilitate quantitative analysis, a logging system will be implemented to record all communications, including the sender, receiver, timestamp, and content of each message. In some experimental conditions, specific constraints on communication might be introduced, such as limiting the frequency or length of messages, restricting communication to certain channels or modalities, or requiring agents to explicitly tag their messages with information about the topic or the type of request. These manipulations will allow us to investigate the impact of communication constraints on the development of a simulated TMS.

**5.4.4. Measuring TMS in LLM Agents:**

Several metrics will be employed to quantify the development and strength of TMS within the LLM agent groups:

* **Knowledge Specialization:** Measured by analyzing the topics discussed by each agent using topic modeling techniques and by tracking the frequency with which other agents consult a specific agent for information on particular subjects. A higher degree of specialization will be indicated by a more uneven distribution of topical expertise among the agents.
* **Information Retrieval Efficiency:** Assessed by measuring the number of messages exchanged and the time taken for the group to locate and retrieve the necessary information to complete the task. More efficient retrieval will be indicated by fewer messages and shorter completion times.
* **"Credibility":** Evaluated by tracking which agents are most frequently consulted for information on specific topics, by analyzing explicit expressions of trust or agreement in the communication, and by objectively assessing the accuracy and reliability of the information provided by each agent. Agents consistently providing accurate information and being frequently consulted will be considered to have higher "credibility."
* **Overall TMS Development:** A composite metric will be created by normalizing and combining the individual measures of specialization, coordination (inferred from information retrieval efficiency), and "credibility." This index will provide an overall indication of the strength of the simulated TMS within each group.

**5.4.5. Illustrative Example Python Simulations (Without LLMs):**

Python

# Example of Knowledge Specialization  
 class Agent:  
 def \_\_init\_\_(self, name, expertise):  
 self.name = name  
 self.expertise = set(expertise)  
  
 def knows\_about(self, topic):  
 return topic in self.expertise  
  
 def learn(self, new\_expertise):  
 self.expertise.update(new\_expertise)  
  
 agents = [  
 Agent("Alice", ["math", "physics"]),  
 Agent("Bob", ["history", "literature"]),  
 Agent("Charlie", ["programming", "data\_science"])  
 ]  
  
 def find\_expert(topic):  
 experts = [agent.name for agent in agents if agent.knows\_about(topic)]  
 return experts if experts else "No expert found"  
  
 print(f"Expert(s) for 'math': {find\_expert('math')}")  
 print(f"Expert(s) for 'literature': {find\_expert('literature')}")  
 print(f"Expert(s) for 'biology': {find\_expert('biology')}")  
  
 # Example of Directory Updating (Implicit through interaction)  
 communication\_history =  
  
 def communicate(sender, receiver, message):  
 communication\_history.append((sender.name, receiver.name, message))  
 print(f"{sender.name} to {receiver.name}: {message}")  
  
 communicate(agents, agents[1], "Bob, do you know anything about the French Revolution?")  
 communicate(agents[1], agents, "Yes, Alice, I'm quite familiar with it.")  
 communicate(agents[2], agents[1], "Bob, can you help me understand the main causes of World War I?")  
 communicate(agents[1], agents[2], "Yes, Charlie, I can explain that.")  
 communicate(agents, agents[2], "Charlie, any tips on optimizing this Python code?")  
 communicate(agents[2], agents, "Sure, Alice, try this approach...")  
  
 agent\_perceived\_expertise = {agent.name: set() for agent in agents}  
 for sender, receiver, message in communication\_history:  
 if "French Revolution" in message:  
 agent\_perceived\_expertise[receiver].add("history")  
 if "World War I" in message:  
 agent\_perceived\_expertise[receiver].add("history")  
 if "Python code" in message:  
 agent\_perceived\_expertise[receiver].add("programming")  
  
 print("\nPerceived Expertise after Communication:")  
 for name, expertise in agent\_perceived\_expertise.items():  
 print(f"{name}: {expertise}")  
  
 # Example of Information Retrieval  
 def request\_information(asker, topic):  
 print(f"\n{asker.name} needs information about: {topic}")  
 expert\_name = find\_expert(topic)  
 if expert\_name and asker.name not in expert\_name:  
 for agent in agents:  
 if agent.name in expert\_name:  
 communicate(asker, agent, f"Could you please share your knowledge about {topic}?")  
 # In a real LLM scenario, the expert would generate a response  
 print(f"{agent.name} provides information about {topic}.")  
 return True  
 elif asker.knows\_about(topic):  
 print(f"{asker.name} already knows about {topic}.")  
 return True  
 else:  
 print("No one in the group seems to know about that.")  
 return False  
  
 request\_information(agents, "physics")  
 request\_information(agents[1], "data\_science")  
 request\_information(agents[2], "literature")  
 request\_information(agents, "biology")  
 ```  
  
\*\*5.4.6. Experimental Conditions and Manipulations:\*\*  
  
To test core findings from human TMS research, the following experimental conditions and manipulations will be implemented:  
  
\* \*\*Task Complexity:\*\* Groups of LLM agents will perform both simple information recall tasks and more complex problem-solving tasks requiring the integration of information from multiple agents. It is hypothesized that higher task complexity will necessitate and foster the development of a stronger TMS among the LLM agents, leading to better performance on the complex tasks.  
\* \*\*Communication Constraints:\*\* The level of communication allowed between agents will be varied, ranging from unlimited natural language communication to more restricted forms (e.g., limited message length, constraints on who can communicate with whom). It is hypothesized that more open and frequent communication will facilitate faster and more robust TMS development.  
\* \*\*Initial Knowledge Distribution:\*\* Some groups of agents will be initialized with a relatively even distribution of the knowledge required for the tasks, while others will have a more specialized distribution, with certain agents possessing unique expertise. It is hypothesized that an initially specialized knowledge distribution will lead to a more pronounced and efficient TMS.  
\* \*\*Group Size:\*\* The size of the LLM agent groups will be varied to explore its impact on TMS development and effectiveness, comparing smaller groups (e.g., 3 agents) with larger groups (e.g., 5 agents). It is hypothesized that TMS dynamics might differ in groups of different sizes, potentially requiring different coordination strategies.  
\* \*\*Training/Interaction History:\*\* Some groups of agents will interact for the first time during the experimental task, while others will have engaged in several prior collaborative tasks. It is hypothesized that increased prior interaction will lead to a more developed and effective TMS.  
  
\*\*5.5. Expected Outcomes:\*\*  
  
This research program anticipates several key outcomes. We expect to observe the emergence of specialization among LLM agents through the analysis of their communication patterns, with different agents becoming primary sources of information on specific topics. Furthermore, we anticipate that groups with fewer communication constraints and more prior interaction will exhibit more efficient information retrieval, suggesting the development of coordination within a simulated TMS. It is also expected that certain LLM agents will be consulted more frequently for specific types of information, indicating the emergence of a form of "credibility" based on their performance. Crucially, we hypothesize that groups demonstrating stronger TMS indicators will achieve higher accuracy and efficiency in completing the collaborative tasks, particularly the more complex ones. Finally, we expect that the manipulations of task complexity, communication constraints, and initial knowledge distribution will produce results that mirror findings from human TMS research, providing evidence for the validity of using LLM agents to model these phenomena. These results will contribute to a deeper understanding of the computational mechanisms underlying TMS and validate the use of LLMs as a powerful tool for studying group cognition.  
  
\*\*5.6. Potential Implications:\*\*  
  
The findings of this research program have the potential to yield significant implications for both the theoretical understanding of TMS and the practical design of AI-supported collaborative systems. If LLMs can effectively model the emergence and function of TMS, it could provide novel insights into the fundamental principles governing collective intelligence in both natural and artificial systems. This knowledge could then be leveraged to inform the development of more intelligent and collaborative AI agents that can seamlessly integrate into human teams, enhancing teamwork, knowledge sharing, and decision-making processes. For example, AI assistants could be designed to recognize and support the development of TMS within human teams by facilitating communication, highlighting areas of expertise, and promoting trust among members. Furthermore, understanding how artificial agents develop shared cognitive systems could have broader implications for designing more effective multi-agent systems in various domains, from robotics and software engineering to social simulations and virtual environments.  
  
\*\*6. Metrics for Quantifying TMS in LLM Agent Simulations\*\*  
  
\* \*\*Communication Pattern Analysis:\*\* The frequency of information requests and responses between specific agent pairs will be tracked over time to identify patterns of specialization and reliance. Network analysis techniques will be employed to map the flow of communication and identify agents acting as central knowledge hubs for particular topics. Linguistic analysis of the communication content will involve identifying keywords and phrases associated with different areas of expertise and tracking their distribution among the agents.  
\* \*\*Information Retrieval Efficiency:\*\* The number of turns (messages exchanged) required for the group to locate and retrieve specific pieces of information needed for task completion will be measured. The time taken for the group to complete tasks under different conditions will also be recorded. The accuracy of the information retrieved will be assessed by evaluating whether the agents successfully identify and utilize the correct knowledge for the task.  
\* \*\*Task Completion Accuracy:\*\* The overall correctness and quality of the group's output on the collaborative tasks will be quantified. This will vary depending on the specific task but could include measures such as the number of errors, the completeness of the solution, or the overall score achieved. The performance of groups with different levels of simulated TMS development will be compared to assess the relationship between TMS strength and task success.  
\* \*\*Development of Specialized Knowledge:\*\* The consistency and depth of responses from individual agents on specific topics across multiple interactions and tasks will be monitored. The vocabulary and terminology used by agents in their responses will be analyzed to identify domain-specific language indicative of specialization. Information-theoretic measures like entropy could be used to quantify the distribution of knowledge across the group.  
  
\*\*7. Limitations and Future Directions\*\*  
  
The use of LLM agents to model human TMS, while promising, has inherent limitations. The differences in cognitive architecture, such as the absence of embodied experience, emotions, and consciousness in LLMs, might limit their ability to fully replicate the complexities of human TMS [14, 20]. The potential for biases in the LLM's training data to influence the simulated TMS in unintended ways must also be considered. Additionally, current limitations in the context window and long-term memory capabilities of LLMs might affect their ability to maintain a consistent understanding of the evolving expertise within the simulated group over extended interactions [14]. Future research could explore strategies for mitigating these limitations, such as carefully designing prompts to encourage specific cognitive processes and using memory augmentation techniques to enhance the LLMs' ability to retain and process information over longer periods. Further research could also investigate the role of different communication styles and social cues in the development of simulated TMS, as well as the impact of agent heterogeneity on TMS formation. Developing more sophisticated methods for directly assessing the "shared understanding" component of TMS in LLM agent groups is another important avenue for future work. Finally, exploring the potential of LLM-based simulations to model the breakdown of TMS under various conditions and investigating the development of trust within these artificial systems could provide valuable insights into the dynamics of collective intelligence.  
  
\*\*8. Conclusion\*\*  
  
Transactive Memory Systems are a cornerstone of effective group decision-making, enabling teams to leverage the diverse knowledge and skills of their members. The emergence of Large Language Models presents an unprecedented opportunity to study these complex cognitive phenomena through simulation. The proposed research program aims to bridge the gap between human TMS research and the capabilities of LLMs by investigating whether core findings from the human literature can be replicated in simulations using communicating LLM agents. By focusing on learning TMS from communication data, this research has the potential to significantly advance our theoretical understanding of collective intelligence and inform the development of more sophisticated and collaborative AI systems that can effectively support human teamwork. The exploration of the intersection between cognitive psychology and artificial intelligence promises to unlock new insights into the fundamental principles governing how individuals come together to think and act as a unified cognitive entity.  
  
\*\*Table 1: Mapping Core Components of Human TMS to Potential LLM Agent Mechanisms\*\*  
  
| Human TMS Component | Potential LLM Agent Implementation | Potential Measurement Metric |  
| :-------------------- | :--------------------------------- | :--------------------------- |  
| Specialization | Specialized training data/prompts | Frequency of correct responses in a domain |  
| Coordination | Communication protocols | Efficiency of information retrieval |  
| Credibility | Reputation system based on accuracy | Frequency of consultation |  
  
\*\*Table 2: Experimental Conditions and Hypotheses\*\*  
  
| Experimental Manipulation | Levels of Manipulation | Hypothesized Impact on Simulated TMS Development and Task Performance |  
| :------------------------ | :------------------------------------------- | :------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------ |  
| Task Complexity | Simple vs. Complex | Higher complexity leads to stronger TMS and better performance on complex tasks. |  
| Communication Constraints | Free vs. Limited | More open communication fosters faster and more robust TMS development. |  
| Initial Knowledge Distribution | Even vs. Specialized | Initially specialized knowledge accelerates the emergence of TMS. |  
| Group Size | Small (e.g., 3 agents) vs. Large (e.g., 5+) | TMS development might become more complex and require different coordination strategies in larger groups. |  
| Training/Interaction History | None vs. Prior | Increased prior interaction leads to a more developed and effective TMS. |
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